We model an entire poly(ethylene terephthalate) (PET) solid-state polymerization (SSP) process with precrystallizers, crystallizers, SSP reactors, and dryers using a unified cell approach. This approach builds complex unit-operation models using individual cells, or continuous-stirred-tank reactor (CSTR) models. Each cell considers the essential physical properties, phase equilibrium, polymerization kinetics, mass transfer through the polymer and into the carrier gas, and crystallization kinetics. Our model development involves fundamental chemical engineering principles and advanced software tools, such as Polymers Plus and Aspen Custom Modeler. We analyze both reaction and diffusion in each cell, considering two options: (1) to model diffusion using a second-order partial differential equation (PDE) or a simplified two-film theory and (2) to include or ignore crystallization kinetics. Performing best is the model with a PDE for diffusion and with equations describing crystallization and its effect on reaction and diffusion. We validate the model using commercial plant data of intrinsic viscosity, degree of crystallinity, and acetaldehyde concentration. We are unable to find a suitable set of parameters for other simpler models to represent accurately the plant data in its entirety. After validating our SSP model, we apply it to study the sensitivity of our SSP process on temperature and pellet geometry. For pellets with cross-sectional dimensions of 3.2 mm $\times$ 3.2 mm, we vary the length from 1.5 to 3.5 mm and predict the intrinsic viscosity. The model suggests only a mild dependence of intrinsic viscosity on the pellet length. In contrast, our model suggests that, for an increase in temperature of 12 °C, intrinsic viscosity rises by almost 0.1 dL/g. Last, we use our validated model to predict the process changes required to produce a high-viscosity product (1 dL/g). Our model suggests that, with appropriate increases in both reactor temperature and residence time, we can make this product.

We do not presently include a fundamental enthalpy balance for step-growth polymerization systems and the respective unit operations. In other words, we fix the temperature profile in each unit operation as an input.

The remaining sections of this paper are as follows. Section 2 describes the solid-state PET process in this work. Section 3 summarizes the available process data. Section 4 details model development, including engineering fundamentals and relevant equations. Section 5 presents simulation results. Section 6 demonstrates a model application by predicting the operating conditions required to produce a new grade with the process. Last, Section 7 summarizes our conclusions.

2. Process Description

Solid-state polymerization (SSP) is used to build up the intrinsic viscosity required by certain applications such as soft drink bottle and tire cord. Balint et al.,19 Brent and Shelley,20 and Cohn21 describe typical SSP processes for polyesters. Figure 1 shows our process for the SSP of PET.

All unit operations run between the polymer’s $T_g$ (glass-transition temperature, 69 °C) and $T_m$ (melting-point temperature, 265 °C).22 The PET prepolymer first goes through a pair of precrystallizers. The polymer stream leaving the two precrystallizers both feed into a single crystallizer. Nitrogen from the SSP reactor goes into the crystallizer as well. The crystallized polymer drops in at the top of the reactor and travels downward. Nitrogen flows up through the reactor. The polymer product goes into a nitrogen dryer/cooler and then an air dryer/cooler. The dried and cooled polymer is now ready for packaging.
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3. Plant Data

3.1. Specification of Polymer Product Grades. We examine three different production grades. The plant produces these grades at different residence times, controlled through chip bed height. All other operating conditions, including the prepolymer feed rate, are the same for each grade. There are two other grades, which we refer to as “design grades” because they have not been produced previously. Table 1 lists the grades.

3.2. Components. Terephthalic acid (TPA) and ethylene glycol (EG) are the monomers. We use the prefixe “t” to denote terminal or end groups, and prefix “b” to represent bound or repeat groups. TPA reacts to give the TPA end group (tTPA) and the TPA bound segment (bTPA). Similarly, EG gives the EG end group (tEG) and the EG bound segment (bEG). Water (W) is a condensation byproduct. Side reactions produce diethylene glycol (DEG) and acetaldehyde (AA). DEG, like the monomers, forms the DEG end group (tDEG) and the DEG bound segment (bDEG). AA can lead to the oxyvinyl end group (tVIN).

We follow the component list given in the literature.10,23,24 While these references sum up DEG, tDEG, and bDEG together as bDEG, we acknowledge that others elaborate on the DEG formation reactions in their review of PET polymerization kinetics, which includes tDEG and free DEG.25

There are two carrier gases in the process: one is primarily nitrogen and the other is air. Air flows through both precrystallizers. Nitrogen is the chosen carrier gas in the crystallizer and reactor. One of the dryers also utilizes nitrogen, while the other utilizes air. Air can theoretically be used as the carrier gas in the reactor, but the oxygen in air may lead to the formation of volatile, low-molecular-weight degradation products that can cause yellowing.26

3.3. Unit-Operation Data. There are two precrystallizers operating in parallel. The polymer pellets drop down from the top of the precrystallizer. The polymer chips move horizontally through the box, while hot air blows through the bed. Figure 2 illustrates a single precrystallizer, along with our representation of it in our model.

The polymer from the two precrystallizers feeds into the top of a single crystallizer, which is essentially a vertical column. The polymer pellets are distributed throughout the crystallizer with the aid of cones. Nitrogen flows upward through the falling pellets. We use a series of continuous-stirred-tank reactors (CSTRs) to model the crystallizer.

The SSP reactor is similar in geometry to the crystallizer. The bulk of the SSP occurs here, and the residence time of the reactor determines the final intrinsic viscosity of the product. We also use a series of CSTRs to model the SSP reactor.

After the SSP reactor, the chips enter a cooler. We model the air cooler identically to the way we model the precrystallizer (refer to Figure 2).

Table 2 gives the shape and dimensions of each unit operation that we have discussed.

Table 3 gives scaled operating data for our unit operations, and Table 4 specifies the temperature profile for the SSP reactor.

3.4. Pellet Data. To validate the model, we need to know the average geometry, composition in terms of concentration, degree of crystallinity (x^c), and intrinsic viscosity [η] of the pellets at each stage in the process and for each grade: (1) prepolymer feed (before the precrystallizers); (2) after the precrystallizers; (3) after the crystallizer; and (4) after the solid-state reactor. We can use the mass fraction (x^c) or volume fraction (ρ^c) of the crystalline phase as our measure of crystallinity. We refer to this fraction as the degree of crystallinity. Many believe that end groups and conventional species exist only in the amorphous phase.28 Consequently, polymerization only occurs in the amorphous phase.4 Thermodynamic properties for semicrystalline polymers often use x^c, while crystallization kinetics often use ϕ^c. Our plant measures x^c.

We can convert between x^c and ϕ^c via the following relationship,

\[ \phi^c = \frac{x^c \rho^c}{x^c \rho^c + (1 - x^c) \rho^a} \]

where ρ^c and ρ^a are the densities of crystalline and amorphous polymer, respectively. The initial degree of crystallinity is 25% by volume.

Table 5 summarizes our degree of crystallinity and intrinsic viscosity.

The actual pellet shape is cube. The average dimensions are 2.5 mm × 3.2 mm × 3.2 mm. The dimensions of the pellet do not change appreciably during the course of processing. We assume a spherical geometry for prepolymer pellets, with a diameter Dp of 2.93 mm.

Our prepolymer pellet has 1.5 wt % W, 11 ppm AA, and trace amounts of TPA, EG, and DEG. The segment fractions for tEG, tTPA, tDEG, tVIN, bEG, bTPA, and bDEG are 0.00731, 0.00241, 0, 0, 0.48402, 0.49514, and 0.01112, respectively. The molar flow rate of polymer molecules is 0.201 kmol/h, and the total molar flow rate of segments is 20.7 kmol/h. There is no catalyst, such as Sb2O3, added in this process.

The intrinsic viscosity [η] of a PET resin dictates its grade. The plant measures [η] but not the number-average molecular weight M_n. However, M_n is correlated with intrinsic viscosity. We calculate intrinsic viscosity from the number-average molecular weight in Section 4.2. The intrinsic viscosity of the starting prepolymer is 0.65 dL/g.

4. Model Development

Section 4.1 covers phase equilibrium and physical properties. We correlate the number-average molecular weight and intrinsic viscosity in Section 4.2 and discuss crystallization kinetics in Section 4.3. We present the diffusivities of the volatile components in polymer with initial parameters from the literature in Section 4.4 and establish the SSP kinetics in Section 4.5. Section 4.6 presents the material balance, initial and boundary conditions, and mass-transfer coefficients.

4.1. Phase Equilibrium and Physical Properties. Bokis et al.29 discuss when to use an activity-coefficient model (ACM) or an equation of state (EOS) for phase-equilibrium calculations. Our system is at low pressure and contains polar species, so we choose an ACM. Chen30 combines the well-known nonrandom two-liquid (NRTL)30,31 ACM model with the Flory–Huggins33,34 model to represent polymeric species. The result
is the Polymer–NRTL model,\textsuperscript{32} which would work well for our process. We find the necessary binary interaction parameters from the following: (1) regression of experimental data published in the open literature (e.g., Yamada et al.\textsuperscript{35} have solubility data for the pair EG–TPA); (2) regression of $T$–$P$–$x$–$y$ data in the Dortmund Data Bank, of which AspenTech and DECHEMA also distribute versions; and (3) parameter-estimation techniques that consider the structures of the species. Seavey et al.\textsuperscript{36} give guidelines for regressing binary interaction parameters for the Polymer–NRTL for nylon-6 polymerization and using them in simulations of two commercial nylon-6 production trains.

We obtain molecular weight and critical properties (temperature, pressure, and molar volume) for conventional species from a property database of the Design Institute for Physical Property Research (DIPPR).\textsuperscript{37} We use the correlations and parameters from DIPPR for liquid density ($\hat{\rho}_L$), vapor pressure ($P_{i_{\text{sat}}}$), and vapor viscosity ($\hat{\eta}_V$) of the conventional components.

The density of solid PET pellets varies with the degree of crystallinity. Amorphous PET has a density of 1.33 g/cm$^3$, while 100% crystalline PET has a density of 1.46 g/cm$^3$.\textsuperscript{21} We calculate the mass density of solid PET using the following equation.

The segment mole fraction ($F_i$) is the fraction of the particular segment in the polymer sample. This is the ratio of the concentration of the segment to the total concentration of all segments.

The number-average degree of polymerization ($DP_n$) is the average number of structural units (repeat and end segments) per polymer chain in a polymer sample. We calculate this from the sum of the concentrations of all units divided by the sum of the concentrations of the end groups:

$$DP_n = \frac{C_{\text{EG}} + C_{\text{TPA}} + C_{\text{DEG}} + C_{\text{DEG}}}{C_{\text{DEG}} + C_{\text{TPA}} + C_{\text{IVN}}}$$

Note that we have not divided the number of end groups in the denominator by 2 to account for the fact that each polymer molecule has two end groups. This is because the convention for a degree of polymerization for PET is actually two segments, defined as B-EG:B-TPA.
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We calculate the average segment molecular weight of the polymer sample \( M_{seg} \) by summing the molecular weight of each species \( M_i \) times \( F_i \):

\[
M_{seg} = 2 \sum (M_i F_i) \tag{5}
\]

Note that \( M_{seg} \) approximately equals the molecular weight of a B-EG:B-TPA segment. We can then calculate the number-average molecular weight \( M_n \) by

\[
M_n = DP_n M_{seg} \tag{6}
\]

4.2. Intrinsic Viscosity. We classify the simulation targets into two categories: primary and secondary. The primary targets (intrinsic viscosity, acetalddehyde concentration, and degree of crystallinity) are most important to the daily operation of the plant. The secondary targets (water and ethylene glycol concentrations) serve to help validate the accuracy of the model. We try to match all targets with a minimum error percentage.

Intrinsic viscosity \( [\eta] \) dictates the grade of PET. We use the number-average molecular weight \( M_n \) to calculate \([\eta]\). We start with the Mark–Houwink–Sakurada equation\(^9\)

\[
[\eta] = K M_n^a \tag{7}
\]

where \( M_n \) is the viscosity-average molecular weight and \( K \) and \( a \) are parameters. Flory\(^{40}\) gives the ratio assuming a most probable distribution (polydispersity index of 2),

\[
M_n / M_w = 1: [(1 + a) \Gamma(1 + a)]^{1/a} \tag{8}
\]

where \( M_w \) is the number-average molecular weight and \( M_n \) is the weight-average molecular weight. Therefore, we can write

\[
[\eta] = K [(1 + a) \Gamma(1 + a)] M_n^a \tag{9}
\]

\( \Gamma(x) \) is the gamma function. The values of \( K \) and \( a \) for PET are in the Polymer Handbook,\(^{41}\) where the values are dependent on the test method and whether the polymer samples are fractionated or unfractonated. We test intrinsic viscosity with unfractonated samples in phenol/tetrachlorehane (3:2) solvent at 25 °C. Therefore, we use \( K = 7.44 \times 10^{-4} \) and \( a = 0.648 \) from Berkowitz\(^{25}\) listed in the Polymer Handbook. We arrive at the following equation when substituting the values of \( K \) and \( a \) into eq 9.

\[
[\eta] = (11.03 \times 10^{-4}) M_n^{0.648} \tag{10}
\]

Solid-state PET (or high-intrinsic-viscosity PET) generally has \( M_n > 24,000 \), while PET for textile fiber applications (low-intrinsic-viscosity PET) generally has \( M_n \) between 17,000 and 21,000.\(^{15}\) We see that the correlation gives reasonable values for \( M_n \) in Table 6.

4.3. Crystallization Kinetics. Table 7 summarizes the crystallization and polymerization kinetics, physical properties, and diffusion models used in this study together with their parameter values.

PET undergoes both primary and secondary crystallization.\(^{43}\) The Avrami equation\(^{44–46}\) is the most-used equation for describing the kinetics of polymer crystallization. Malkin et al.\(^{37}\) and Mallon and Ray\(^{48}\) point out that the Avrami equation only works well during the initial stage of crystallization (primary) for PET but cannot adequately describe secondary crystallization.

We use an equation developed by Malkin et al.\(^{39}\) to model the crystallization kinetics of PET. This model incorporates heterogeneous nucleation and crystal growth via formation of two-dimensional surface nuclei. Malkin et al.\(^{49}\) give parameter values for PET in Table 7. One shortcoming of this equation is that it does not account for the effect of moisture on crystallization rate.

The kinetic equation developed by Malkin et al. requires the equilibrium degree of crystallinity, \( \phi^c \). This is the ultimate degree achievable at a given temperature. Although we cannot find data explicitly specifying \( \phi^c \), we are able to find limiting density data \( \rho_{lmi} \) that imply \( \phi^c \). The latter is really a function of both temperature and molecular weight. The plant data show \( \phi^c \) increasing with molecular weight. We fit a simple polynomial for \( \phi^c \) as a function of \( M_n \) when \( M_n \) climbs above a critical point.

4.4. Diffusivity in Polymer. We do not apply the diffusivity equation based on the free volume used by Devotta and Mashelkar\(^{44}\) to model the diffusivity of the volatile components. Free volume is relevant close to \( T_g \), but industrial reactors always operate \( > 100 \) °C above \( T_g \), close to \( T_m \). Therefore, we use an Arrhenius expression, which is applicable for all operating temperatures throughout the process. We modify this expression to relate it to the degree of crystallinity. We assume that the crystalline phase excludes the volatile components. We multiply the temperature-dependent diffusivity by a term including the amorphous fraction. Chang\(^{51}\) and Yoon et al.\(^7\) show that the diffusivity of EG is linearly proportional to the amorphous fraction. Table 7 gives our equation for diffusivity.

Whitehead\(^52\) models the crystallization and drying of PET using an Arrhenius expression for the diffusivity. Mallon and Ray\(^{48}\) use an Arrhenius expression when modeling a reactor and find the same activation energy for W and EG. Schmalz and Grundke\(^{53}\) model the diffusivity of W with an Arrhenius expression. We use the same initial parameters for W and AA. We use parameters from Mallon and Ray for EG and parameters from Schmalz and Grundke for W and AA, which we list in Table 7.
### Table 7. Polymerization Kinetics, Physical Property, and Diffusion Models Employed in This Study\textsuperscript{10,48}

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{EG} + \text{TPA} \xrightarrow{k_1} \text{tEG}:\text{TPA} + \text{W} )</td>
<td>( R_1 = (1 - x)^{(4k_1C_{\text{EG}}C_{\text{TPA}}/K_1(1 - x)^2 - (k_1/K_1)(C_{\text{EG}} + C_{\text{MEG}})} )</td>
</tr>
<tr>
<td>( \text{EG} + \text{tTPA} \xrightarrow{k_2} \text{tEG}:\text{tTPA} + \text{W} )</td>
<td>( R_2 = (1 - x)^{(2k_2C_{\text{EG}}C_{\text{TPA}}/K_2(1 - x)^2 - (k_2/K_2)(C_{\text{EG}} + C_{\text{MEG}})} )</td>
</tr>
<tr>
<td>( \text{tEG} + \text{TPA} \xrightarrow{k_3} \text{bEG}:\text{TPA} + \text{W} )</td>
<td>( R_3 = (1 - x)^{(k_3C_{\text{BEG}}C_{\text{TPA}}/K_3(1 - x)^2 - (k_3/K_3)(C_{\text{BEG}} + C_{\text{MEG}})} )</td>
</tr>
<tr>
<td>( \text{tEG} + \text{tTPA} \xrightarrow{k_4} \text{bEG}:\text{tTPA} + \text{W} )</td>
<td>( R_4 = (1 - x)^{(k_4C_{\text{BEG}}C_{\text{TPA}}/K_4(1 - x)^2 - (k_4/K_4)(C_{\text{BEG}} + C_{\text{MEG}})} )</td>
</tr>
<tr>
<td>( \text{tEG} + \text{tEG} \xrightarrow{k_5} \text{bDEG} + \text{W} )</td>
<td>( R_5 = (1 - x)^{(k_5C_{\text{BEG}}C_{\text{MEG}})} )</td>
</tr>
<tr>
<td>( \text{bEG}:\text{tTPA} \xrightarrow{k_6} \text{tVIN} + \text{tTPA} )</td>
<td>( R_6 = (1 - x)^{(k_6C_{\text{BEG}}C_{\text{TPA}}/K_6(1 - x)^2 - (k_6/K_6)(C_{\text{BEG}} + C_{\text{MEG}})} )</td>
</tr>
<tr>
<td>( \text{tEG}:\text{bTPA} \xrightarrow{k_7} \text{AA} + \text{tTPA} )</td>
<td>( R_7 = (1 - x)^{(k_7C_{\text{BEG}}C_{\text{MEG}})} )</td>
</tr>
<tr>
<td>( \text{tEG} + \text{tVIN} \xrightarrow{k_8} \text{bEG} + \text{AA} )</td>
<td>( R_8 = (1 - x)^{(k_8C_{\text{BEG}}C_{\text{VIN}}/K_8(1 - x)^2 - (k_8/K_8)(C_{\text{BEG}} + C_{\text{MEG}})} )</td>
</tr>
</tbody>
</table>

#### Rate Constants and Parameters\textsuperscript{10}

<table>
<thead>
<tr>
<th>Reaction</th>
<th>( A_j )</th>
<th>( E_j )</th>
<th>( k_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2</td>
<td>( 8.08 \times 10^{14} ) m(^3)/kmol\cdot h</td>
<td>17.6 kcal/mol</td>
<td>( k_j = A_j \frac{\text{DP}_n^2}{\text{DP}_n} \exp \left[-\frac{E_j}{RT} \right] \exp \left[-\frac{E_j}{RT} \right] )</td>
</tr>
<tr>
<td>3, 4</td>
<td>( 4.08 \times 10^{14} ) m(^3)/kmol\cdot h</td>
<td>17.6 kcal/mol</td>
<td>( k_j = A_j )</td>
</tr>
<tr>
<td>5, 9</td>
<td>( 3.24 \times 10^{14} ) m(^3)/kmol\cdot h</td>
<td>18.5 kcal/mol</td>
<td>( k_j = A_j )</td>
</tr>
<tr>
<td>6</td>
<td>( 1.08 \times 10^{17} ) m(^3)/kmol\cdot h</td>
<td>18.5 kcal/mol</td>
<td>( k_j = A_j )</td>
</tr>
<tr>
<td>7</td>
<td>( 2.16 \times 10^{11} ) 1/h</td>
<td>37.8 kcal/mol</td>
<td>( k_j = A_j \exp \left[-\frac{E_j}{RT} \right] )</td>
</tr>
<tr>
<td>8</td>
<td>( 1.38 \times 10^{11} ) 1/h</td>
<td>37.8 kcal/mol</td>
<td>( k_j = A_j )</td>
</tr>
</tbody>
</table>
Table 7 (Continued)

<table>
<thead>
<tr>
<th>equilibrium reaction ( j )</th>
<th>( \Delta S_j ) (cal/mol·K)</th>
<th>( \Delta H_j ) (cal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3, 4</td>
<td>-10.80</td>
<td>-5666</td>
</tr>
<tr>
<td>5</td>
<td>-19.21</td>
<td>-9122</td>
</tr>
</tbody>
</table>

Physical Properties\(^{37}\)

- **liquid molar volume**
  \[ \dot{\bar{\rho}}_j (\text{kmol/m}^3) = \frac{A_i}{B_i^{(1 + (1 - TH_r)T)}} \text{ for } E_j \leq T \leq F_j \]

- **vapor pressure**
  \[ P_j^\text{sat} (\text{Pa}) = \exp[A_i + B_i/T + C_i \ln T + D_i \Psi_j^{\text{eq}}] \text{ for } F_j \leq T \leq G_j \]

- **vapor viscosity**
  \[ \mu_j^\text{v} (\text{Pa·s}) = \frac{A_i \bar{T}_j^{\text{th}}}{1 + \frac{C_i}{T} \frac{D_i}{T_j}} \text{ for } E_j \leq T \leq F_j \]

Physical Property Parameters\(^{37}\)

<table>
<thead>
<tr>
<th>constant</th>
<th>ethylene glycol</th>
<th>water</th>
<th>acetaldehyde</th>
<th>nitrogen</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_i )</td>
<td>1.3353E+00</td>
<td>5.4590E+00</td>
<td>1.6650E+00</td>
<td></td>
</tr>
<tr>
<td>( B_i )</td>
<td>2.5499E-01</td>
<td>3.0542E-01</td>
<td>2.6004E-01</td>
<td></td>
</tr>
<tr>
<td>( C_i )</td>
<td>6.4500E+02</td>
<td>6.4713E+02</td>
<td>4.6100E+02</td>
<td></td>
</tr>
<tr>
<td>( D_i )</td>
<td>1.7200E-01</td>
<td>8.1000E-02</td>
<td>2.7760E-01</td>
<td></td>
</tr>
<tr>
<td>( E_i (\text{K}) )</td>
<td>260.15</td>
<td>273.16</td>
<td>150.15</td>
<td></td>
</tr>
<tr>
<td>( F_i (\text{K}) )</td>
<td>645.00</td>
<td>333.15</td>
<td>461.00</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>liquid molar volume (kmol/m(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_i )</td>
</tr>
<tr>
<td>( B_i )</td>
</tr>
<tr>
<td>( C_i )</td>
</tr>
<tr>
<td>( D_i )</td>
</tr>
<tr>
<td>( E_i )</td>
</tr>
<tr>
<td>( F_i (\text{K}) )</td>
</tr>
<tr>
<td>( G_i (\text{K}) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>water</th>
<th>( \Delta H_j ) (cal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 7.3037E+02 )</td>
<td></td>
</tr>
<tr>
<td>( 4.6314E+02 )</td>
<td></td>
</tr>
<tr>
<td>( 1.0000E+00 )</td>
<td></td>
</tr>
<tr>
<td>( 1.5015 )</td>
<td></td>
</tr>
<tr>
<td>( 461.00 )</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>acetaldehyde</th>
<th>( \Delta H_j ) (cal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 7.6320E+07 )</td>
<td></td>
</tr>
<tr>
<td>( 5.8823E+01 )</td>
<td></td>
</tr>
<tr>
<td>( 6.7750E+01 )</td>
<td></td>
</tr>
<tr>
<td>( 8.00 )</td>
<td></td>
</tr>
<tr>
<td>( 1500.00 )</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>nitrogen</th>
<th>( \Delta H_j ) (cal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1.2220E+07 )</td>
<td></td>
</tr>
<tr>
<td>( 7.6320E+07 )</td>
<td></td>
</tr>
</tbody>
</table>

Crystallization Kinetics\(^{49}\)

degree of crystallinity
\[ \frac{d\phi_j}{dt} = \beta_1 \exp\left( \frac{E_i}{RT} - \frac{\psi_j^{\text{eq}}}{T(T_m^0 - T)} \right) + \beta_2 \exp\left( \frac{E_i}{RT} - \frac{\psi_j^{\text{eq}}}{T(T_m^0 - T)} \right) (\phi_j - \phi_i) \]

\( \beta_1, \beta_2, \gamma_1, \gamma_2 = \text{constants}; E_i = \text{activation energy of the segment transfer across the nucleus-melt boundary}; R = \text{ideal-gas constant}; T_m^0 = \text{equilibrium melt temperature}; T = \text{absolute temperature} \)

Diffusional Mass Transfer\(^{7,48,53,68-70}\)

- **diffusivity in polymer**
  \[ (\beta_j^p)^{\text{PET}}(T) = (\beta_j^{D_0}) \exp\left( \frac{E_{D_0}}{RT} \right) (1 - x_2) \]

- **diffusivity in nitrogen**
  \[ (\beta_j^N) \left( \text{cm}^2/\text{s} \right) = P (\text{bar}) \sqrt{2(1/M_i) + (1/M_j)^{-1}(\sum_j \frac{1}{M_i^i} + (\sum_j \frac{1}{M_j^j})^2)}^{1/2} \]

\( T = \text{absolute temperature}; P = \text{pressure}; M_i \) and \( M_j \) = molecular weight; \( \sum_i = \text{sum of the atomic diffusion volumes}; i = \text{volatile species}; j = \text{bulk carrier gas} \)
where relationship,

To account for chain mobility, we follow the work of Kang.10 Chain mobility is temperature-dependent as in an Arrhenius-type relationship,

\[ m_p \propto \exp \left[ - \frac{E_p}{RT} \right] \] (13)

where \( m_p \) is the chain mobility at temperature \( T \) and \( E_p \) is the activation energy of translational motion. Translational mobility of polymer chains decreases with increasing length. Reptation theory56 suggests that translational mobility is inversely proportional to the square of the chain length, quantified by the number-average degree of polymerization:

\[ m_p \propto \frac{1}{\text{DP}_n^2} \] (14)

The reactions rates for esterification, polycondensation, bDEG formation, and vinyl end group consumption reactions are all proportional to the chain mobility. Thermal degradation and AA formation reactions are intramolecular, so translational motion does not affect them.

We express the equilibrium constants for the hydrolysisesterification reactions involving bEG (reactions 3 and 4 in the Kang and co-workers10,23,24 kinetic scheme):

\[ K_{\text{H,bEG}} = \exp \left[ \frac{\Delta S}{R} - \frac{\Delta H}{RT} \right] \] (15)

We find the polycondensation equilibrium constant (reaction 5 in the Kang and co-workers10,23,24 kinetic scheme):

\[ K_c = \exp \left[ \frac{\Delta S}{R} - \frac{\Delta H}{RT} \right] \] (16)

We obtain the equilibrium constants for the hydrolysisesterification reactions involving tEG (reactions 1 and 2 in the Kang and co-workers10,23,24 kinetic scheme) by their relation to the other equilibrium reactions:

\[ K_c = \frac{K_{\text{H,bEG}}}{K_{\text{H,tEG}}} \] (17)

4.6. Cell Model for Continuous Reaction and Diffusion.

4.6.1. Material Balance. We consider simultaneous reaction and diffusion in a material balance for a single cell, or CSTR.

We calculate the overall mass-transfer coefficient \( k_{\text{mt,ij}} \) as follows,

\[ \frac{1}{k_{\text{mt,ij}}^{OY} \text{(kmol/m}^2\text{s-bar)}} = \frac{K_i^{P-V} M_i}{k_{\text{mt,ij}}^{P-V} \text{(kg/m}^2\text{s})} + \frac{RT}{k_{\text{mt,ij}}^{V} \text{(m/s)}} \] (18)

where \( K_i^{P-V} \) is the distribution coefficient for species \( i \) in this polymer–vapor system and \( k_{\text{mt,ij}}^{P-V} \) is the mass-transfer coeffi-
cient of species $i$ in the polymer. Henry’s law is a special case of the distribution coefficient for vapor–liquid systems. We relate the Henry’s constant for the diffusing species $i$ to its equilibrium partial pressure at the pellet surface ($P_i^p$) and its volume fraction in the polymer ($\phi_i^p$), as in Rovaglio et al.\textsuperscript{65} Furthermore, we use the polymer–NRTL model to calculate $P_i^p$.

$$K_i^{p-v} = \frac{P_i^p}{\phi_i^p}$$

(19)

4.6.3. Mass-Transfer Coefficient in Vapor Phase. We calculate a mass-transfer coefficient\textsuperscript{66} for volatiles in a sphere to a flowing gas,

$$k_{\text{mt},i}^{V} \left( \frac{m}{s} \right) = 1 \times 10^{-4} \frac{\phi_i^V \left( \text{cm}^2/s \right)}{D_i \left( \text{m} \right)} \left[ 2 + 0.552 \left( N_{Re} \right)^{0.53} \left( N_{Sc} \right)^{1/3} \right]$$

(20)

where $\phi_i^V$ is the diffusivity of species $i$ in the vapor phase, calculated with the correlation by Fuller and co-workers,\textsuperscript{68–70} $D_i$ is the diameter of a sphere of the same surface area as the pellet; $N_{Re}$ is the dimensionless Reynolds number; and $N_{Sc}$ is the dimensionless Schmidt number. $D_i$ is not the same as the pellet diameter $D_p$, except for true spherical polymer pellets. The factor $1 \times 10^{-4}$ comes from converting the diffusivity in units of cm$^2$/s to m$^2$/s.

4.6.4. Mass-Transfer Coefficient in Polymer Phase. We follow Yao et al.\textsuperscript{64} to calculate $k_{\text{mt},i}^{P}$

$$k_{\text{mt},i}^{P} \left( \text{kg/m}^2 \text{s} \right) = 1.5 \frac{\phi_i^P \left( \text{cm}^2/s \right) \rho_i^P \left( \text{kg/m}^3 \right) \tau \left( 1 \times 10^{-4} \right)}{3r_s}$$

(21)

where $\rho_i^P$ is the density of the polymer phase. The factor $1 \times 10^{-4}$ comes from converting the diffusivity in units of cm$^2$/s to m$^2$/s.

5. Simulation Results

We now simulate the entire SSP process (see Figure 1). We input the following information: (1) flow rates and compositions for fresh-feed streams; (2) conditions for unit operations; (3) initial reaction kinetic parameters; (4) initial crystallization kinetic parameters; and (5) initial diffusion coefficients. We fit all initial parameters to best match the process data.

5.1. Comparison of Model Predictions to Plant Data. We can use either Fickian diffusion or two-film theory to model diffusion. Also, we may or may not include crystallization kinetics in our model. The two options for modeling diffusion along with the option of modeling crystallization result in four possible models: (1) PDE species balance with crystallization; (2) ODE species balance with crystallization; (3) PDE species balance without crystallization; and (4) ODE species balance without crystallization. We briefly summarize the four cell models in Table 8. We then examine the predictions of each model for the important simulation targets: intrinsic viscosity, degree of crystallinity, and acetaldehyde concentration.

We construct the flowsheet in the software (Aspen Custom Modeler) sequentially from start to finish as in the actual plant: (1) precrystallizers, (2) crystallizer, (3) reactor, (4) nitrogen cooler, and (5) air cooler. The models contain 58,000 or less equations depending on its complexity for four variations of the cell model. The software stores the converged residuals of equations so it only needs to handle new residuals related to where we make changes in the process model. This reduces the computational requirements and consequently the time required to converge a new solution. It takes the software only a few seconds with an Intel Pentium 4-M 2.5 GHz CPU to determine the steady-state solution when we change the operating conditions in the process using any of the models.

We predict the number-average molecular weight throughout the process for all of the cell model variations and compare them to the plant data in Figure 3. We see that we are unable to fit the data for number-average molecular weight (MWN) in the reactor using the ODE model without crystallization kinetics. However, this model performs well in describing the precrystallizer and crystallizer. The simulated MWN results from the PDE model without crystallization kinetics seem to match well with the plant data throughout the process within measurement error. We believe the results for the precrystallizer and the crystallizer match the plant data because the process is reaction-controlled rather than diffusion-controlled.

The ODE model with crystallization kinetics fits the MWN throughout the process, including the reactor. We are unable to fit the ODE model without crystallization kinetics to the data. The degree of crystallinity amplifies the polymerization rate by increasing the local concentrations of the reacting species as they are expelled from the crystallizing material. We do not see the appropriate polymerization rate increases when we neglect the increasing degree of crystallinity. Even though the reactor is diffusion-controlled, the polymerization kinetics are still important for achieving the correct MWN in the given residence time.

The PDE model without crystallization kinetics appears to fit the MWN nearly identically to the PDE model with crystallization kinetics. We must fit the diffusivity preexponential for ethylene glycol in order to get such close values for MWN. However, on deeper inspection of the PDE model without crystallization kinetics, we see that this results in a diffusivity for ethylene glycol that is much higher than that of water, which is not possible. For example, $\phi_i^P$ in the reactor for the model without crystallization kinetics ranges from $2.7 \times 10^{-5}$ to $3.0 \times 10^{-5} \text{cm}^2/s$, while $\phi_i^P$ ranges from $7.5 \times 10^{-6}$ to $7.9 \times 10^{-6} \text{cm}^2/s$. Therefore, the results of the model without crystallization kinetics, which happen to fall within measurement error of the data, are invalid.

Note that we simulate the entire process and not individual unit operations. This has several implications. For example, if a particular model such as the ODE with no crystallization gives poor predictions for acetaldehyde concentration, these poor predictions are fed as inputs to the crystallizer model. Any prediction error inherent in the crystallizer model is superim-
posed over the prediction error of the precrystallizer. Therefore, our validation studies cannot tell us which theoretical model (ODE vs PDE, crystallization kinetics vs no crystallization kinetics) is best to model a particular unit operation; rather, our validation studies only suggest which option is best for modeling the entire SSP process. The inability of a particular model to fit the plant data only suggests that we are unable to easily find a set of reaction/diffusion parameters to fit the data. It does not suggest that a particular model cannot fit the data with any parameter set. To illustrate this point further, we consider another example. Crystallinity sometimes changes little within the SSP reactor, however, since we are modeling precrystallizers and crystallizers in addition to the SSP reactor, we should include crystallization in all models. For those practitioners who wish to model only the SSP reactor, it may be allowable to neglect crystallization rate considerations.

We now focus only on the cell models that include crystallization kinetics when we predict the degree of crystallinity. We present the results in Figure 4 and the corresponding error percentages relative to the plant data in Figure 5.

Both the PDE and ODE models predict degree of crystallinity well for the most part, but there is a problem in the precrystallizer. Moisture in the air may affect the crystallization rate, but the crystallization kinetics that we use do not account for this. The errors for the different reactor residence times are a direct result of the intrinsic viscosity prediction errors. The degree of crystallinity in the reactor changes from control by the crystallization kinetics to control by the molecular weight.

Moving on to acetaldehyde predictions, we know that \( C_{AA} \) after a reactor residence time of 10 h is 2 ppm or less, while the feed concentration is 11 ppm. Table 9 compares the predicted final \( C_{AA} \) from the four cell models. We are unable to identify a suitable parameter set to make the ODE models accurately predict acetaldehyde concentration. However, we are able to easily determine a suitable parameter set for the PDE models.

Table 10 lists our mass-transfer parameters for the PDE model with crystallization kinetics. We use the diffusivity activation energies for water and ethylene glycol from Kang.\(^{10}\) We assume acetaldehyde has the same activation energy as water. We fit diffusivity preexponential factors for all volatiles to match acetaldehyde concentration and intrinsic viscosity.

5.2. Sensitivity Studies. We investigate, using our PDE cell model with crystallization kinetics, the following two sensitivities: (1) the effect of varying the pellet length and (2) the effect of varying the reactor temperature profile.

We set the reactor residence time at 12 h and vary the length of the pellet. We wish to see how the number-average molecular weight (MWN) varies with the pellet length. The cross-sectional area of the pellets is 3.2 mm\(^2\). The length is 2.5 mm. We choose pellet lengths from 1.5 to 3.5 mm. We see in Figure 6 that our model predicts that MWN is relatively insensitive to pellet length for this range of pellet lengths.

We now increase the reactor temperature up by 12 °C. We wish to see the effect that the temperature profile has on the product. Figure 7 shows that our model predicts that MWN is relatively insensitive to pellet length for this range of pellet lengths.

We now increase the reactor temperature up by 12 °C. We wish to see the effect that the temperature profile has on the product. Figure 7 shows that our model prediction for MWN depends on temperature.

5.3. Dynamic Response. We are able to show that our cell model gives steady-state simulation results that can match the plant data within measurement error. We need to check the applicability of the cell model for a dynamic simulation, where axial dispersion can have a significant impact on the dynamic response.

Each cell assumes perfect mixing and, therefore, will have more or less axial dispersion depending on the number of cells.
chosen to model a particular unit operation. An ideal plug-flow reactor (PFR) has zero axial dispersion. We would need a very large number of cells to model a PFR with zero axial dispersion. We can compare the dynamic response of our cell model and the PFR model for the SSP reactor. We perform a step change with the prepolymer pellet feed in which we change from a 0.65 dL/g grade to a lower, 0.63 dL/g grade chip. We maintain all operating conditions and model the preceding precrystallizers and crystallizer with cell models. Figure 8 shows the dynamic change in $M_n$ for the chip exiting the reactor. Note that the steady-state values of $M_n$ in the cell model (with 8–12 cells) compare favorably to those in the PFR model. We see that it takes several hours for the $M_n$ in the PFR model to start dropping versus that in the cell model. The axial dispersion in all of the cell models (precrystallizers, crystallizer, and reactor) causes a long, smooth transition to the final $M_n$. The $M_n$ change in the PFR model is sharper, but it does not look like a clear step change because of the axial dispersion in the precrystallizers and the crystallizer. Still, the response in the PFR is more along the lines of what we expect versus that in the cell models. We can conclude that the cell models perform worse than the PFR models in dynamic simulations unless we use a much higher number of cells to limit axial dispersion.


Industry uses solid-state PET resin in textile fiber, bottles for carbonated beverages, trays for frozen foods that are safe for use in microwave and convection ovens, and tire cord.17,21 These applications require different intrinsic viscosities. Duh17,27 offers typical intrinsic viscosity ranges for numerous applications: 0.57–0.65 dL/g for textile-fiber-grade resins; 0.72–0.85 dL/g for bottle-grade resins; 0.85–0.95 dL/g for tray resins; and 0.95–1.05 dL/g for tire-cord resins.

Conventional melt polymerization processes yield a prepolymer with a $[\eta]$ of ~0.35–0.60 dL/g.20 Conventional SSP processes raise the $[\eta]$ to ~1.0 dL/g.21 The plant’s PET SSP process currently produces solid-state PET with a $[\eta]$ from 0.81 to 0.87 dL/g. We now use our model to determine the operating conditions necessary to raise the $[\eta]$ further from 0.87 to 1.0 dL/g.

There are several ways to attain the maximum intrinsic viscosity for a given prepolymer, including the following: (1) optimize pellet size; (2) optimize inert gas velocity in the reactor; (3) optimize reactor temperature; (4) optimize polymerization time (reactor residence time); (5) optimize prepolymer $[\eta]$; (6) optimize prepolymer crystallinity; and (7) optimize catalyst concentration. Our prepolymer pellets do not contain any added catalyst, so we do not consider any changes in catalyst concentration.

We maintain the pellet size (3.2 mm × 3.2 mm × 2.5 mm), carrier gas velocities, prepolymer intrinsic viscosity, prepolymer crystallinity, and zero catalyst concentration. We look for the combinations of polymerization time and reactor temperature to produce a 1.0 dL/g product.

We simulate the entire process with a 0–14 °C temperature increases for 8–18 h residence times in the SSP reactor. We plot the results in Figure 9 and look for conditions which produce the desired polymer grade.

We see that only a small set of conditions within the allowable ranges of temperature and time can meet or exceed the desired 1.0 dL/g. We must use a higher temperature and residence time.

The sticking temperature of partially crystalline PET is ~230 °C. The optimum temperature for SSP is between 5 and 20 °C below this temperature.21 The temperature profile with a 12 °C increase is partially within the ideal range. Pellet agglomeration should, therefore, not be a problem.

7. Conclusions

We have successfully modeled the entire poly(ethylene terephthalate) (PET) solid-state polymerization (SSP) process using a unified cell-model approach. This approach builds complex unit-operation models using individual cells, or continuous-stirred-tank reactor (CSTR) models. We combine
the cells in either parallel or series to approximate the mixing behavior of precrystallizers, crystallizers, SSP reactors, and dryers. Each cell model simultaneously accounts for reaction and diffusion. These are the fundamental mechanisms that occur throughout the entire SSP process.

We consider two models for diffusion: a partial differential equation that explicitly tracks diffusing-component concentration throughout the pellet radius and the simpler two-film theory. The two-film theory representation of mass transfer is easier to use; however, we are unable to identify suitable parameters to match our plant data. We also consider whether or not we need to model crystallization. Since we are modeling the entire SSP process, which contains precrystallizers and crystallizers, we find that we most likely should model crystallization and its effect on diffusion and reaction.

After validating our SSP model, we apply it to study the sensitivity of our SSP process on temperature and pellet geometry. For pellets with cross-sectional dimensions of 3.2 mm × 3.2 mm, we vary the length from 1.5 to 3.5 mm and predict intrinsic viscosity. The model suggests only a mild dependence of intrinsic viscosity on pellet length. In contrast, temperature changes in the SSP reactor significantly affect final intrinsic viscosity. Our model suggests that, for an increase in temperature of 12 °C, intrinsic viscosity rises by almost 0.1 dL/g. We then predict that, to produce a high-viscosity product (1 dL/g), we should simultaneously increase the reactor temperature as well as increase the residence time.
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Nomenclature

English Symbols

- \( a \) = cross-sectional area, m\(^2\)
- \( A_j = \) frequency factor for reaction \( j \), m\(^3\)/kmol/hr (\( j = 1-6, 9 \), 1/hr (\( j = 7, 8 \))
- \( C_i^p \) = concentration of species \( i \) in the polymer, kg/m\(^3\)
- \( C_i^{p_i} \) = initial concentration of species \( i \) in the polymer, kg/m\(^3\)
- \( C_i^{r_i} \) = concentration of species \( i \) in the vapor phase, kg/m\(^3\)
- \( \beta_i^p \) = diffusivity of species \( i \) in polymer, cm\(^2\)/s
- \( \beta_i^v \) = diffusivity of species \( i \) in vapor, cm\(^2\)/s
- \( \beta_{i_0}^p \) = preexponential factor for diffusivity of species \( i \), cm\(^2\)/s
- \( D_p \) = pellet diameter that maintains \( S_p/V_p \), m
- \( D_i \) = diameter of same surface area as the pellet, m
- \( D_{PN} \) = number-average degree of polymerization
- \( D_{PR} \) = reference number-average degree of polymerization
- \( E_{D/D} \) = activation energy of diffusion, kJ/kmol
- \( E_j \) = activation energy of reaction \( j \), kcal/mol

Greek Symbols

- \( \beta_1, \beta_2 \) = crystallization kinetics parameter, min\(^{-1}\)
- \( \gamma_i \) = activity coefficient of species \( i \)
- \( \epsilon \) = voidage
- \( [\eta] \) = intrinsic viscosity, dL/g
- \( \lambda_i \) = \( i \)th moment for polymer chains
- \( \rho \) = amorphous phase density, kg/m\(^3\)
- \( \rho_0 \) = crystalline phase density, kg/m\(^3\)
- \( \rho_\infty \) = volume density, kg/m\(^3\)
- \( \rho_0 \) = limiting density, kg/m\(^3\)
- \( \mu \) = vapor-phase viscosity, cP
- \( \phi \) = degree of crystallinity (volume basis), m\(^3\)/m\(^3\)

Activation Terms

- \( F_i \) = fraction of segment \( i \)
- \( G_i \) = generation rate for species \( i \), kmol/m\(^3\)/hr
- \( H_i \) = enthalpy of reaction \( j \), cal/mol
- \( k_{i,ov} \) = overall mass-transfer coefficient of species \( i \), kmol/m\(^3\)/s/bar
- \( k_{i,rr} \) = mass-transfer coefficient of species \( i \) in the polymer, kg/m\(^2\)/s
- \( k_{i,v} \) = mass-transfer coefficient of species \( i \) in the vapor phase, m/s
- \( k_i \) = forward rate constant for reaction \( j \), m\(^3\)/kmol/hr
- \( k_i' \) = reverse rate constant for reaction \( j \), m\(^3\)/kmol/hr
- \( k_i \) = equilibrium constant for reaction \( j \)
- \( n_i \) = mass flow rate of vapor phase, kg/hr
- \( M_i \) = molecular weight of segment \( i \), kg/kmol
- \( M_{av} \) = average molecular weight of segments, kg/kmol
- \( M_v \) = molecular weight of polymer, kg/kmol
- \( M_{av} \) = weight-average molecular weight, kg/kmol
- \( N_i \) = number of moles of species \( i \), kmol
- \( N_{Re} \) = Reynolds number
- \( N_{Sc} \) = Schmidt number
- \( P \) = pressure, bar
- \( P_i^p \) = equilibrium partial pressure at the pellet surface, bar
- \( P_i^v \) = vapor pressure of species \( i \), bar
- \( r_i \) = radial domain, m
- \( r_s \) = radius of sphere, m
- \( R \) = ideal gas constant
- \( R_i \) = reaction rate for reaction \( j \), kmol/m\(^3\)/hr
- \( S_i \) = entropy of reaction \( j \), cal/mol/K
- \( S_p \) = pellet surface area, m\(^2\)
- \( t \) = time, hr
- \( T \) = temperature, K
- \( T_g \) = glass-transition temperature, K
- \( T_m \) = melting-point temperature, K
- \( T_m^e \) = equilibrium melting-point temperature, K
- \( V \) = system volume, m\(^3\)
- \( V_i \) = volumetric flow rate, m\(^3\)/hr
- \( V_0 \) = volumetric flow rate, m\(^3\)/hr
- \( V_p \) = pellet volume, m\(^3\)
- \( V_x \) = volume of sphere, m\(^3\)
- \( x^p \) = amorphous mass fraction, kg/kg
- \( x^v \) = crystalline mass fraction, kg/kg

Limiting Densities

- \( \rho_{lim} \) = limiting density, kg/m\(^3\)

Diffusion Terms

- \( D_i \) = diffusion coefficient of species \( i \), cm\(^2\)/s
\( \Phi_s \) = sphericity degree of crystallinity (volume basis), m^3/m^3
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